AlPatient: Simulating Patients with EHRsS
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MOTIVATION RESULTS

» Simulated patient systems play a crucial role in medical training : ) i I I - esvi

and evaluation. R I e
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« Challenges with current simulated patient systems include limited g I L ]

intelligence, lack of diverse patient profiles, and trustworthiness

concerns.
* Large Language Models offer an opportunity to enhance realism

and effectiveness [1].
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Figure 3: Comparison Knowledgebase validity across LLMs; F1 scores for
different LLMs across medical entity categories. GPT-4 Turbo achieves the
highest overall performance, particularly in Allergies and Medical History, while
Claude models show lower scores in these categories. Whiskers indicate 95%
credible intervals from 10,000 bootstrap iterations.

* We developed an LLM-powered simulated patient system
AlPatient incorporating the AlPatient Knowledge Graph (KG)
and Reasoning RAG agentic workflow.
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Chief Complaint: Chest Pain : . .
Table 2 Ablation Studies Result’ of QA Accuracy by Medical Category

Frequency (1)  History (12) (Patient (1)
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History of Present lliness: 73 year old male with . - (SocialHistory (1) Symptom (3)  Vital (9) Symptom Medical Family and

a history of hypertension, hyperlipidemia, diabetes ﬁ Few Shot  Retrieval Agent Abstraction Agent|  Overall {;r:up History Social Hist ory

Mellitus. In his annual surveillance appointment, - ;

he had a stress echo which revealed anterior and @ > v v v 94.15% 91.20% 87.10% 85.56%

probable inferior ischemia... v v 92.60% 89.68% 83.87% 78.89%

Vi . o " v v 93.80% 90.48% 83.87% 85.56%

ital Signs: Nonm .
. Temperature: 97.8 F A ‘ v 92.94% 90.48% 69.35% 82.22%
s A Hge e

. Hear? Rate: 80.0 BMP - ) ¢ yemn) v v 81.41% 85.71% 25.81% 60.00%

» Arterial Blood Pressure mean: 70.0 mmHg - » e = / - v 81.93%, 84 .929% 27 42%, 58 89%

Allergies: Vasotec 7, @ v 83.13% 87.20% 30.65% 64.44%
e ‘ _ ol - N Only with KG Query Generation Agent 82.62% 88.80% 25.81% 60.00%

Social History: Occupation: Retired; lives with = | o ) ) ) )

wife: Caucasian; tobacco: quit 17years ago ' i Without Reasoning RAG & Without AlPatient KG 68.94% 64.29% 53.45% 13.33%

o

Family History: Denies premature CAD. Both

parents died from CVA's. Table 2: Accuracy across different Al agent configurations; The highest

accuracy (94.15%) is achieved with Few Shot Learning, Retrieval, and
Abstraction Agents, showing their combined effectiveness. The Retrieval Agent
Improves performance across all categories, while the Abstraction Agent
particularly enhances Family and Social History (85.56%).

Figure 1: Data transformation of MIMIC-IIl EHRs [2] from (a) raw discharge
notes (with extracted entities) to (b) constructed AlPatient Knowledge Graph
(through NER).

Readability, Robustness and Stability:
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realism and intelligence.

 Reasoning RAG enhances accuracy, reliability, and patient interaction
fidelity.

« Al-generated patient simulations can support medical education, clinical
decision-making, and model evaluation.

Limitations & Future Work:

Expanding the patient dataset to include diverse demographics.

Reducing computational cost and improving response speed.

Ethical considerations and user feedback collection.

Figure 2. Reasoning RAG agentic workflow is the AlPatient system’s
processing backbone, comprising three key stages: retrieval, reasoning, and
generation. It first retrieves relevant information from the knowledge graph,
then applies contextual reasoning to reduce hallucinations, and finally
generates natural language responses based on conversation continuity and .
tailored to the perceived patient personality. o
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