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Motivation
• Ensuring interactions align with simulation objectives by controlling LLM agents

dialogue diversity. For example, maintaining story consistency for main NPCs with
varied experiences for environmental NPCs

• Decline in dialogue diversity in multi-agent simulations over time, emphasizing
the importance of controlling and enhancing diversity to prolong simulations

Adaptive Prompt Pruning (APP)

Discussion

Data, Model, and Task
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Diversity: The variation between
dialogues generated under identical
initial conditions across trials
Models: LLaMA 3 and 3.1 (8B-Inst)

Remove (RM) block x: these information 
collectively plays a constraining role

Generated response may 
conflict with pruned 
information

Post-removal attention scores

Retain only one unit (Hi/Lo)

LLaMA 3, GA

Word-efficient

Calculate an attention 
score for each item

Metrics: sim (dial. embedding) and
dist-n (n gram)

Data: GA [1] and HA [2]

Blocks in utterance generation prompt

Additional step for revision: 
an inconsistency score 
rated by the LLM

APP is more effective (T, p) 
or avoids coherence issue 
in sequential generation

Can further enhance 
diversity when combined

Block order critically affects diversity: 
negative patterns (e.g., c first and b last)

Frequent names can enhance diversity as 
parametric knowledge is amplified (Harry Potter 
is 1,000x more than Tifa Lockhart in C4)

Balancing Trade-off

Comparison
Other Factors Affecting Diversity

Sort the items by the 
attention scores in 
descending order

𝜆 ∈ [0,1] determines 
the items to remove
(cumulative score) 

Generate using the 
pruned prompt


