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Motivation Scenarios

How to create autonomous agents that can efficiently Cooperative Perception
communicate with and collaborate with Al or human drivers? /r‘ ! - J\
}

e Line-of-sight sensing can be occluded, causing brittleness in data-driven
autonomous driving. Vehicle-to-vehicle (V2V) communications are
promising to enhance driving safety.

® uses cross-vehicle perception for vision-based cooperative driving,
encoding sensor data into compact representations for transmission
between vehicles over realistic wireless channels.
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e Latentrepresentations are only comprehensible by Al agents and is only
reactive to situation. Natural language the one essential representation to
facilitate such coordination with human drivers.

Problem Formulation

Research Questions: ..
Q Negotiation

1. What are effective messages to send?

2. How should received messages to be integrated into driving plans?

Partially Observable Stochastic Game (Z,8,{0:}, {A:}, P, {Ri},7)

Optimization Total reward of focal population agents.
Objectives Definition 1 (focal population): A set of controllable agents that
optimize their joint rewards given any background agents.

Policy mi(Os \Mj}jer) — A Joint action space of
Execution Ai = (M, Gi) <messages, control>

max(r,},er E|Cicr Loy Rilsear)

Method: LLM Agent Framework +Debrief

Agent Policy 4 , . - . . b N
/ ), £ - 1 1 \
~ In-context Knowledge / LLM Policy - Multi-Agent Interactions \‘. f Debriefing :
- Chain-of-Thought Reasoning | ) | In-episode Communication | 1 Post-episode |
Agent Improvement : : . and Informed Decision-Making ' 1 Communication Sharing
Replay Buffer ' | Task/Goal Chain-of-Thought ¥ o ey D | | reasoning and discuss |
- . -OT- | D 4 . t1 trategies |
- natural language feedback : Cececie i : \Zi\ . Replay Buffer % : cooperation strategies ,
i . Message J | i : ! ! 7’ : !
- Batch Context Sampllng | . LLM L: :\@ | é i [ ] { ] ( J . i T’Zsreaigggg Why\ |
- heuristically assign more | Env Obs - F T Yo EN Lt 45 |
| Reasoning . S ! ! ILdid oi: I !
weights to state-action pairs Driving | ! | L an )t BED ' Observations, : propose that we | |
that contributes to collisionor ! Decision | I | ! Reasonings, : \é) \Should do ...~ /1
Sta nation | / \ uLOn _term T . [ MessageS, | 0§\ :
g . | Cooperative & ” : o . " Declsions 4 L aa I see, then we | |
- Debrief | Strategy Memory S l _________ A 7 | should probably | |
. . | |
- Joint Cooperation Strategy i KLea{":d o 3 B ;| 0= :
W o “ i o rajectories
~ Individual Knowledge |‘ nowledge Somethmg that you shggld o : Multi-Agent N jectort N =3 :
: . , & 4 keep in mind for future driving | —> Evaluation and Ea Yo=n
- Resembles Centralized Training '« 4 /' Environment ! Feedback P 5 L
Decentralized Learning (CTDE) e e . @@ oSNe 0000 [ _______ L7
algorithms Reflection

. . N Overtake (Negotiation) Highway Merge Highway Exit
Quantitative
- Communication does not guarantee collaboration in zero-shot interactions Same T TR R B SRP Rl e SR LA T B
) ] g ) ) Zero-shot (Silent) Yes No -0.13 55.0 s § [P -0.87 93.3 6.7 -0.53 63.3 36.5
- Decentralized reflection and correction with RAG memory reduce +Reflection (Silent) Yes  No | 080 30 833 | -037 683 317 | 020 400 60.0
co | | iSiOﬂS +Correction+RAG (Silent) Yes No 0.00 50.0 50.0 0.03 48.3 51.7 | <0.16 583 4l1.7
. ) . . . . Zero-shot (Comm) Yes Yes 0.53 23.3 18.9 -1.00 100.0 0.0 -0.60 650 35.0
- Centralized debriefing enhances coordination more than decentralized +Reflection (Comm) Yes  Yes | 073 117 850 | 053 233 767 | 032 333 650
- +Correction+RAG (Comm)  Yes Yes 0.83 6.7 90.0 -0.07 353.3 46.7 | -0.16 58.3 41.7
reflection
) . . . . +Debrief (Comm) Yes Yes 1.00 0.0 100.0 1.00 0.0 100.0 | 0.63 10.0 73.3
- The potential of natural language communication for multi-agent T
. . m Overtake (Perception) Red Light Left Turn
coordination. etho
Qualitative Name LLM Comm | RT CRJ}l SRt | R+ CRJ|l SRt | Rt CRJ] SR*%
Zero-shot (Silent Y N -0.87 93.3 6.7 -0.87 93.3 6.7 -0.93  96.7 33
- Message generated are understandable by humans +§reoﬂzcgof~l (lSeirllez*nt) Yes No | 026 367 100 | 087 933 67 |-.027 633 367
- Learned coordinated strategies make sense +Correction+RAG (Silent) ~ Yes ~ No | 007 333 400 | -073 867 133 | 020 400  60.0
C . Zero-shot (Comm) Yes Yes -046 73.3 26.7 | -0.33 66.7 33.3 | -1.00 100.0 0.0
Discussion +Reflection (Comm) Yes Yes 040 30.0 70.0 | 0.07 10.0 26.7 | 0.60  20.0 80.0
- |Inference speed, more agents, ad-hoc teamwork, VLM... +Correction+RAG (Comm)  Yes Yes | 070 67 767 | 073 133 877 | -0.60 767 167
+Debrief (Comm) Yes Yes 0.63 16.7 80.0 1.00 0.0 100.0 | 0.60 20.0 80.0
Coopernaut (Comm) No Yes 1.00 0.0 100.0 0.97 0.0 06.7 .00 0.0 100.0




