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LLM-Based Agent

AI Agent - Autonomously perform 
tasks on behalf of a user or another 
system.

Key Capabilities
● Text & Multi-modal Understanding
● Reasoning & Decision Making
● Memory
● Tool use
● …



Multi-Agent



STEP 1: Initial Response Generation
Agents instantiated by LLMs generate solutions to a 
given question.

Multi-Agent Debate (MAD)



STEP 2: Multi-Agent Debate
Agent incorporates the responses of its connected 
peers from the previous round to debate using natural 
language for several rounds.

➔ Communication strategy
◆ One-by-One
◆ Simultaneous-Talk
◆ Summarizer

➔ Communication topology
◆ Fully-connected

Multi-Agent Debate (MAD)



STEP 3: Reaching Consensus
Aggregate agents’ responses to determine a consensus 
solution.

- Majority Vote
- LLM as a Judge

Multi-Agent Debate (MAD)



● Communication topology can be complex, but is currently ill-studied 
in existing MAD.

○ Chain, tree, graph, hierarchical …
○ Combination of above

Communication Topology



Input token cost

Communication Topology Effect on Token Cost

user input context debate context

number of agents

debate rounds
user input length

agents connectivity

debate history context

generation length

● Fully-connected: C = N - 1, leading to input token cost ~ O(N^2)



Key Question: How does sparsity impact communication in a debate system?

Analysis Approach: focus solely on the effect of sparsity, disentangle the 
impact of other factors
● agent roles
● specific topology patterns

Isolating Sparse Communication Effects in MAD



Analysis Approach
Focus: Regular Graph with Homogeneous LLM
Permutation Invariant: all agents are under the same position

Regular graph with various density: ⅘, ⅗, ⅖  Fully-Connected



Analysis Approach
Focus: Regular Graph with Homogeneous LLM
Connectivity Dynamics: deterministic v.s. randomized

● Deterministic: topology is fixed during debate with density D.

● Randomized: the probability that a given agent sees any reference solution 

from previous round is D.



● Text Reasoning
○ GSM8K
○ MATH

● Multimodal Reasoning
○ MathVista

● Preference Modeling
○ Anthropic-Helpfulness
○ Anthropic-Harmlessness

Experiments: Tasks



Performance of SparseMAD for N = 6

● On-par or slightly better quality 
(+1%)

● Significantly inference cost 
reduction (-40%)



SparseMAD for N = 4

Fully-Connected Neighbor-Connected

GSM8K task using the GPT-3.5 model.



Randomized SparseMAD for N = 6

GSM8K task using the GPT-3.5 model.



Why Sparse Communication Topology Work?

Q(n, p): the probability that a single agent delivers correct answer, given n 
reference solutions where p percentage of them are correct. 

Debate 
Context

n * p

n * (1-p)

Correct 
responses pool

In-correct 
responses pool

User Input 
Context



High context correctness: dense is better

Low context correctness: sparse is better
● When most agents do not provide correct 

answers, dense topology tends to mislead 
the agent into choosing incorrect answers.

Why Sparse Communication Topology Work?



Topology Design with Heterologous LLMs

● Put your stronger LLM on the high-centrality nodes

Isotropic Topology

Key Question: how to design the 
communication topology with 
different LLMs?



Conclusion

● Sparse communication topologies can improve the MAD performance 
significantly: comparable quality, significantly reduce costs.

● Extend the MAD framework to preference modeling tasks, 
demonstrating the benefits of MADs.

● Assigning stronger LLMs to high-centrality agent enhances overall 
performance.

● Present case-study insights that explain the effectiveness of sparse 
MADs.



Thank You!
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SparseMAD, N = 6, GSM8K



SparseMAD, N = 6, MATH



SparseMAD, N = 6, MathVista



SparseMAD, N = 6, Anthropic-HH



Common types of agent behaviors in MAD


